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Abstract: Wireless Sensor Networks (WSNs) are systems that consist of hundreds or possibly even thousands
of sensor nodes. Sensor nodes may be deployed either randomly or strategically to carry out complex tasks like
sensing, data collection, calculations, and data transmission based on predetermined parameters. This study
utilised the IEEE 802.15.4/ZigBee wireless communication standard. Compared to other wireless
communication standards, the Zigbee has several advantages, including low battery and power consumption, as
well as support for three distinct global frequency bands. It also provides excellent performance for short-range
sensors. Simulations were conducted using the RIVERBED Academic Edition 17.5 simulator, which has the
ability to producehighly accurate results in real-world network applications. Using this simulator, a comparison
was made of four key performance parameters namely, delay, throughput, data traffic sent, and data traffic
received for the mesh, tree, and star topologies provided by the ZigBee standard. The aim of this study is to
establish the best topology from these three primary topologies. It is found that the star topology performs better
in terms of productivity and data transmission rate in comparison to the tree and mesh topologies, however, it
underperforms in terms of data received rate. By contrast, the mesh architecture provides the maximum data
received rate when compared to the two other scenarios. The tree architecture proved itself optimal for networks
with a small number of sensor nodes because it can transport data to its destination rapidly and without
overwhelming the central node.
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I. Introduction

A wireless sensor network (WSN) is a network architecture composed of sensor nodes that collect data
from their surrounding environment using their designated capabilities. These nodes then process the databefore
sending it to a base station via other sensor nodes[1]. Recent advancements in wireless communication, along
withimprovements in processor quality, memory capacity, and low power consumption, have further underlined
the importance of micro electro-mechanical systems (MEMS) [2].

Sensor networks built with compact devices are now more readily deployedat lower cost, and self-
organising devices facilitate easier communication among sensors. In such networks, sensors perform various
functions. Those that process raw data from other sensors and temporarily store it in internally for use at specific
times are referred to as main sensors. Analogue data collected by other sensors from their surroundings is
transmitted to one or more additional sensors. WSNs can be beneficial in a wide range of environments,
including homes, businesses, industries, outdoor areas, military installations, hospitals, and much more. They
are also suitable for deployment in remote or hazardous locations, such as high mountains and dangerous zones

[3].

In this study, the IEEE 802.15.4/ZigBee standard was used in a simulator to analyse the performance of
different wireless network topologies. The results may offer a solution to the problems encountered in
developing real-world applications. Researchers employ a range of simulation tools, including OMNET++, J-
Sim, TOSSIM, QUALNET, GLOMOSIM and JIST/SWANS, SensorSim, EmStar, and Network Simulator (NS-
2). However, because it offers a comprehensive performance analysis of ZigBee networks with respect to
quality of service (QoS) requirements,the simulation application RIVERBED Modeller Academic Edition 17.5
was employed in this study.Three ZigBee network scenarios were developed using the RIVERBED simulator.
For each topology, QoS parameters such as throughput, MAC delay, data traffic received, and data traffic sent
were evaluated.

Il. WSNSs
Wireless sensor networks (WSNs) are distributed network topologies made up of numerous wirelessly
connected sensors that enable communication between themselves. Wireless communication refers to the
transfer of information between a transmitter and a receiver using light or electromagnetic waves without the
use of physical cables.
Sensors are components used in electrical applications to detect a wide range of physical quantities and
to measure a wide range of parameters, includingvolume, area, length, mass air flow, flux density, magnetic
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torque, heat transfer, resistance, temperature, strength, electric current, voltage, condensation, content, and
oxidation/reduction.

The main components of a sensor node are: the memory, receiver-transmitter, power supply,
microcontroller and one or more additional modules. Various types of sensor nodes are available on the market
for WSN development, including Sensenode, eMote, micaZ, mica2, TelosA, TelosB, and IMote2[4].

WSNs comprise a layered architecture that includes a physical layer, data link layer, network layer,
transport layer, and application layer, similar to the Open Systems Interconnection (OSI) model. Various routing
techniques are used to transfer data packets through different routing methods on the network layer[5]. While
wireless networks allow for multiple topologies, the most popular ZigBee-based sensor network topologies are
star, mesh, and tree [6]. ZigBee differs from other communication technologies such as Wi-Fi, Bluetooth, and
WIMAX through features like low power consumption and support for small-sized data transmissions [7].

WSNs are widely regarded as an important field of research, and many academics have used this
platform to create a range of tracking, control, and monitoring systems. These include smart buildings [8], smart
grids [9], 10T [10], localization systems [11], smart alarms, computer networks [12], track cycling [13], energy
monitoring and management [14-15], health care [17-19], solar cells [20], and agriculture [21],to name but a
few.

I11. Zigbee Based Wsn

In an industrial context, various wireless communication protocols are used. One such protocol is IEEE
802.11x, a standard communication technology based on IEEE 802.11, more generally known as Wi-Fi. It can
transfer data at speeds between 1 Mbps and 50 Mbps. A high-power antenna can send data over far greater
distances than a regular antenna, which can only send data up to 100 meters. Bluetooth is a more robust personal
area network (PAN) standard than IEEE 802.11x. It was developed specifically for short-range data transfer
between computing and mobile devices[22]. ZigBee is one of the most useful technologies currently available
for WSNs. It was founded upon the IEEE 802.15.4 standard, first published in 2003 [23]. ZigBee is based on the
Medium Access Control (MAC) and Physical (PHY- powerful radio) layers, as defined by IEEE 802.15.4. It
uses the popular CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) technique and supports
mesh, star, and tree topologies.

IEEE 802.15.4 defines three frequency bands as license-free:
1. The first band uses the 2.4 GHz frequency spectrum with 16 channels and a data rate of 250 kbps.
2. The second band uses 10 channels in the 902-928 MHz frequency range and a data rate of 40 kbps.
3. The third operates in the 868-870 MHz frequency band and has a single channel and a data rate of 20
kbps[24].

ZigBee does more than just carry data between devices in personal area networks (PANS); it also
manages network measurements, detection, monitoring, and application verification. However, it is not suitable
for large-scale file transfers, which are more suited to Wi-Fi or Bluetooth. ZigBee also differs from Wi-Fi and
Bluetooth in terms of how many devices may be connected to each other. It also supports communication with
lower bandwidth requirements and runs on relatively simple networks that consume less energy and are more
cost-effective [25]. Unlike Bluetooth, which has an average battery life of 1-7 days, ZigBee has a battery life of
100-1000 days.

In summary, it may be said that while Wi-Fi's traditional success is characterized by speed and
adaptability, ZigBee's success is dependent on cost efficiency, low power consumption and durability [25].The
ZigBee protocol supports three types of nodes: coordinators, routers, and end devices (sensors) [26]. ZigBee
technology has three basic topologies: mesh, tree, and star, as illustrated in Fig. 1.

The star topology, as shown in Fig. 1, boasts centralised communication and management. Its
architecture revolves around a central node, where sensors instead of communicating directly to one another,
exchange information via the coordinator. The coordinator is the only ZigBee device in the area with a known
PAN ID.The star topology consumes battery power rapidly since communication is focused on the centre.
Moreover, ZigBee clustering is challenging to implement in large scale networks, making the star topology
unsuitable for conventional WSNs [26].

The mesh architecture, also shown in Fig. 1, is centralised, in a similar way to the star topology, but
allows every node in the network to connect and communicate with any other node. This increases network
flexibilitybut makes end-to-end communication more challenging. The mesh topology is more efficient at power
and battery consumption than the star layout as it does not rely on a single communication path between
nodes[26].
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The tree topology, also, shown in Fig. 1, is a much better option for WSNs due to its low cost and low
power consumption [27]. Although the IEEE 802.15.4/tree topology works well for WSNs, it has drawbacks in
terms of band usage and routing capabilities [28]. Data flow is slowed down significantly by any disruption in
the tree structure, and the recovery procedures add a substantial amount of labour. The tree topology uses fewer
routes. However, it uses less memory than the mesh topology because there is just one path from the source
node to the destination node, avoiding the need to store multiple routing paths [26].

ZigBee Topologies

Mesh

Star @ Coordinator
: ® Router
“ End Device

Fig. 1: ZigBee topologies

The main problem with the sensor architecture of WSNSs is that throughput decreases as packets are
moved between sensors due to high traffic volumes and packet collisions [29]. To minimise mistakes and avoid
collisions and retransmissions, the latency must be sufficiently small while developing a strategy [30]. All
latency in coordinators, switches, routers, and other WSN components is included in the delay [31],[32]. The
delay is the average amount of time that passes between the source node sending the data packet and the
destination node receiving it [33].

IV. Literature Review

Recent studies have shown a growing interest in the performance analysis of Zigbee-based WSNs. Key
Parameters including throughput, delay, load, and data traffic in these networks have been the subject of
numerous research. In particular, the impact of different ZigBee-based WSN topologies has received
considerable attention. Research comparing tree and mesh routing in WSNSs, found that the tree structurewas
more effective in terms of throughput, delay, traffic received, and MAC load [34]. The RIVERBED simulation
tool has been used to analyse and test the effects of increasing the number of sensors in ZigBee-based WSNs on
throughput and delay [35-36].In a similar vein, the OPNET module was used to evaluate throughput and delay
for single and multiple coordinators in tree, star, and mesh ZigBee WSNs [34], [37]. Elsewhere, a study using a
simulation application in four distinct system configurations, showed the consequences of various data traffic
scenarios, including sent and received data traffic [12], [38], and [39]. In their study of some of the most
advanced power monitoring, control, and management systems, Nguyen et al. discovered that noise and co-
channel interference posed the largest obstacles [40].

According to [41], the Personal Area Network (PAN) experiences a larger traffic burden when more
routers are added to a WSN. The primary issue with sensors in WSNs is that high traffic volumes and packet
collisions cause throughput to drop when packets are transferred from one node (sensor) to another node [29].
The received signal strength indicator metrics-specifically distance, throughput, and latency-were investigated
for several ZigBee communications topologies for the purpose of assessing both indoor and outdoor network
performance [42]. Also, the effect of router existence on the WSN topologies was examined in the reference
[43].

V. Design Strategy

The development of a Wireless Sensor Network (WSN) system utilizing multiple ZigBee topologies is
described in this work. The evaluation and analysis of the system were performed through simulation using a
tool called RIVERBED (formerly OPNET) Modeller Academic Edition 17.5, which also provides
predictionswhich reflect the real-world systemperformance. RIVERBED purchased the original OPNET
company and subsequently improved the software to support multiple system models, strong network
connectivity and communication between the administrator, PAN coordinator, routers, and end devices.

This study analyses the performance of WSN topologies based on the ZigBee standard. This is
accomplished by evaluating and comparing three different scenarios: tree, mesh, and star WSN topologies.
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These three scenarios were compared using the performance metricsof overall delay, throughput, data traffic
delivered and data traffic received. In all three scenarios, a single coordinator, five routersand twelve sensors
were employed in the network configuration.

A. The First Scenario
The star configuration shown in Figure 2 consists of a single central master node (a coordinator), five
routers and twelve end devices (sensors). All twelve sensors transmit traffic to and receive traffic from the

coordinator.
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Fig. 2: First Scenario (Star topology).

B. The Second Scenario
In this scenario, the twelve sensors, five routers, and single coordinator are distributed in the tree

configuration, as shown in Figure 3. One sensor and three (primary) routers are directly connected to the
coordinator.Theremaining two routers andeleven sensors are connected to the primary routers. The twelve
sensors are all ZigBee WSN peripherals.

s

C. The Third Scenario
In this configuration, the mesh architecture shown in Figure 4 consists of twelve sensors, five routers,

and a single coordinator. Only two (primary) routers and one sensor are directly connected to the coordinator.
The remaining eleven sensors and three routers are connected to the two primary routers. The twelve sensors are
all ZigBee WSN peripherals.
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VI. Outcomes
The RIVERBED modeller was used to simulate three network scenarios overa one-hour period. To
evaluate the network’s performance in terms of throughput, delay, sent and received data traffic, the findings
were analysed statistically with the objective of determining the optimal network structure. In all the combined
results presented, the red curve stands for scenario 1; sky-blue is for scenario 3 and dark blue for scenario 4. The
results are as follows:

A. Throughput

Throughput is defined as the total number of bits (measured in bits per secondor bps) transmitted from
the 802.15.4 MAC layer to higher layers in each node of a wireless personal area network (WPAN) [44]. The
throughput curves for each of the three WSN scenarios are illustrated in Fig. 5. It is evident that the mesh
topology has the lowest throughput, whereas the star topology has the highest. The throughput values for
scenario 1 (star), scenario 2 (tree), and scenario 3 (mesh) at steady state (reached after 20 minutes of operation)
are approximately 20 kbps, 14.9 kbps, and 6.15 kbps, respectively. Therefore, from a throughput perspective, the
star topology is the optimal topology.
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Fig. 5: The average throughput of the three scenarios.

B. Delay

Figure 6 represents the average total delay for the three previously described WSN scenarios, measured
in milliseconds (ms). It is evident from the results displayed in thefigure thatafter ten minutes of program
execution, the delays in scenarios two and three are nearly the same, indicating similar performance in terms of
latency for both mesh and tree topologies. In contrast, from the perspective of delay, the star topology(scenario
1) performs better than the tree and mesh topologies. At steady state (after 20 minutes), the average cumulative
delays for scenarios 1, 2 and 3 are approximately 11.186 ms, 11.21 ms, 12.061 ms, respectively,
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Fig. 6: The average total delay for the three scenarios

C. Data Traffic Received (DTR)

Data Traffic Received (DTR) refers to all successfully received traffic at the MAC layer, including
retransmissions, measured in kilobits per second (kbps). Fig. 7 shows the DTR for each of the three WSN
scenarios. By the end of the program's execution, the mesh topology has the highest DTR of 45.85 kbps, closely
followed by the tree topology with a DTR of 39.9 kbps. The star topology, scenario 1, recorded the lowest DTR

of 22.15 kbps.
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Fig. 7: The average DTR for the three scenarios

D. Data Traffic Sent (DTS)

hom hsm

The average DTS for the three WSN scenarios is displayed in Fig. 8. The image clearly indicates that
while the tree topology has a higher DTS than mesh, the star topology is higher still. At the conclusion of the
program's execution, the DTS values for scenariosl (star), 2 (tree) and 3 (mesh)are, respectively, 23.25 kbps,

14.32 kbps, and 6.45 kbps.
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Fig. 8: The average DTS for the three scenarios

VII. Conclusions
This study evaluated the performance of ZigBee-based wireless network topologies using the

RIVERBED Academic Edition V17.5. The following are the findings from the three simulated scenarios:

1.

Performance Comparison: Four key metrics- throughput, data sent, data received, and overall latency-
were used to compare the star, tree and mesh topologies. The results showed that the star topology
outperforms the tree and mesh topologies in terms of data received rate and also excels in productivity
and data transfer rate. However, the mesh topology achieved the highest data reception rate, making it
more effective in intricate networks with a large number of nodes. This observation is supported by
findings from previous research.

Network Quality: The tree topology outperformed both the mesh and star topologies in terms of overall
network quality. Its ability to transmit data to its destination rapidly and without overloading the central
node, means that the tree architecture is well suited for networks with a limited humber of sensor nodes.
Energy Efficiency: Additionally, because communication protocols like ZigBee help reduce energy
consumption in WSNs, designers have exploited this advantage in applicationsinvolving the transfer of
small amounts of data.

In conclusion, while the ZigBee protocol offers benefits in energy efficiency and data transmission across

various applications, ultimately, the choice of network topology will invariably depend on a number of criteria,
including network complexity, the number of nodes and desired performance metrics.
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